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Abstract of the contribution: This contribution proposes a KI to address the enhanced trained ML Model interoperable with the AnLF.
1	Discussion
Based on the approved WT#3.2 and Rel-17 limitation, it is proposing a KI should address the ML model sharing between different vendors.

2 Proposal
[bookmark: _Hlk513714389]It is proposed to update TR 23.700-81 on FS_eNA_Ph3 as follows
[bookmark: _Toc22214903][bookmark: _Toc23254036]5	Key Issues
[bookmark: _Toc435670433][bookmark: _Toc436124703][bookmark: _Toc509905226][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037]5.X	Key Issue #X: Enhance trained ML Model sharing
[bookmark: _Toc22214905][bookmark: _Toc23254038]5.X.1	Description

As described in the below note from clause 5.1, TS 23.288 that in Rel-17 the MTLF address is locally configured and only allowed to share the model with the configured AnLF. 
NOTE 3:	In this Release of the specification an NWDAF containing AnLF is locally configured with (a set of) IDs of NWDAFs containing MTLF and the Analytics ID(s) supported by each NWDAF containing MTLF to retrieve trained ML models. An NWDAF containing AnLF uses NWDAF discovery for NWDAF  containing MTLF within the set of configured IDs of NWDAFs containing MTLF, if necessary. ML Model provisioning/sharing between multiple MTLFs is not supported in this Release of the specification.
Therefore, this key issue will study solutions on below aspect(s):
· How to discover and select a MTLF which can be interoperable with the AnLF?
· How to ensure MTLF provides model(s) that are interoperable to the logic in AnLF?
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